Introduction

Project management and resource allocation. A project i a major
one-time undertaking dedicated to some well-defined objective and volving
considerable money, personnel, and eqiipment. 1§ is usnally nitiated either by
sorne need of the parent organization or by a eustomer regnest, The life eycle
of a project. can be strnchived into five consecutive phases nvolving specific
managerial tasks {¢f. Kleln 2008, Seclion 1.2}, Starting with some proposal,
several preliminary studies such ag 2 feasibility study, an econownic analysiy, or
a rigk analysis are conducted in the project concepiion phase m ordey to decide
whether or not a corresponding project will be performed. In the project defi-
nifion phase, the objectives of the project are formulated, the tyvpe of project
organization is selected, resonrees are assigned to the project, and different
tasks with associated milestones are identified. Subsequently, the project plan-
ning phase at frst decomposes each task into precedence-related activities by
means of a structural analysis of the project. The tine and resource estima-
tions then provide the duration and resouyce requireimnents for each adtivity as
well as temporal constraints between activities that are connected by prece-
dence yelationships. The resnlt of the structural analysis and the time and
resource estimations is the representation of the project as a network mod-
eHing the activities and the prescribed precedence relationships among them.
Next, the temporal schednling of the project provides the earliest and latest
start timoes as well as the stack times of the activities, Hmitations with respect
to resonree avallabilily yet being disregarded. The last and most complex is-
sue of project planning consists in allocating the scarce resources ovey thne
to the execution of the activities. During the project ercoulion phase, the -
plementation of the project 15 controlled by monitoring the project progress
against the schedule which has been established in the project planning phase.
In ease of significant deviations from schednle, the resomrce allocation has to
bhe performed again. The final projeet fermunation phoese evaluates and doon-
ments the project after i complefion to facilitate the management of futnre
projects,
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Each phase in the project life cycle requires specific project management
techniques. Several recent textbooks on project management are devoted to
the managerial and behavioral aspects of project conception, project defini-
tion, project planning, project excecution, and project termination (see, e.g.,
Lowis 1998, Pinto 1998, Turner 1999, Keeling 2000, Meredith and Mantel
2002, or Kerzner 2003). This book s concerned with quantitative methods
for the project planning phase and, more specifically, with the problem of
optimally allocating resources over time.

Project conception ‘

!

Project definition }—v Structural analysis

y

Time and resource
cslimations

y

Temporal scheduling

¥

Project planning

’ Sequencing

!

‘ irme-constrained

&

Project execution

!

Project termination

project scheduling

Resonrce allocation

Project planning within the life cycle of a project

The complexity of resource allocation arises from the interaction between
the activities of a project by explicil and imnplicit dependencies, which may
be subject to some degree of uncertainty. Explicit dependencies are given by
the precedence relationships between activities emanating from technological
or organizational requirements. In the course of time estimation, those de-
pendencies are transformed into temporal constraints between activities. The
scarcity of the resources used establishes an implicit dependency between ac-
tivities, which can be formulated as resource constraints referring to sets of
activitices competing for the same resources or in terms of an objective function
penalizing cxcessive resource requirements. The resource allocation problem
consists in assigning time intervals to the execution of the activities while tak-
ing inte account the preseribed temporal constraints and resource scarcity. If
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resaurce constralnts are given, we also speak of a resunyce-constrained proj-
ect scheduling prablem. We distinguish botwoeen twa sulipreblems: seguencing
and lime-constrained project scheduling. The Hmited availability of resonrces
necessitates the definition of additional precedence relationships between ae-
tivitics wient performing the resource allocation task. Again, thase grecedence
relationships can he expressed in the form of temporal constraints. in cantrast
ta bhe stroctural analysis, however, the precedence relationships ta he intro-
duced ave subject te decision. This sequencing pratdem ferms the cove profilem
of project planning. Time-canstrained praject sclieduling is cancerned with
carpputing the project schedule such that all temporal constraints — prede-
termined hy the structiral analysis or arising from sequencing — are abserved
and some objective function reflecting the managerial goal of the project is
aptinnzed. In the resonrce allocation methods developed i Lhis baok, sequenc-
ing and time-constrained project scheduling will be performed jointly In an
iterative manner.

If activitios can be perfermed in alternative exeention modes that differ in
duratians and resanrce reguirements, the selection of an appropriste execntion
mode for each activity may be included into the resonrce allocation prahlomn,
e thot case, the thne and resonrce estimatiens pravide the sots of alternative
cxecition modes, and solving the mode assignment probilem constibnies the
first step of resource allocation. Depending on whether the sets of exeention
modes are canntable or nacanntable, we speak of a discrete or a canthumous
made assigrnent prablenr. A rescurce allocation prablem thal comprises a
mode assignmerd problem 18 termed a munlti-mwode regource allocation prob-
len,

Historical perspective and state of the art, Algorithums for resonrce
allacation in project management date hack to the 19608, see Davis (1966),
Lane (1848), Herroclen {1972}, and Davis {1873} for averviews. The early work
was carcerned with three types of resaurce allocation problems: the tiue-cast
tradeaff prabdem, the project duration prolilen:, and the resource levelling
problem. Far all three problem fypos ¥ i assumed that a strict order in the
set of activities specifies completion-to-starl precedence constrahnts arong
activities. ‘The fime-cost tradeoff problem ¥ a mmlti-mode resanrce allocation
problem which arises when certabr activity durabicns can be reduced at the ex-
pense of higher divect cost. The project budget is then regarded as the resouree
ta he asllocated. If for each activity the cost incurred s a convex function in
the activity duaration, the cantinnous mode assignmert problom that consists
i camputing all combinations of project duration and corresponding least-
cast schedmde can hie determined by applying network flaw techwiques (see
Kelley 1661). A survey of mnlti-made resonrce allecatian prablems inchnding
different types of tradeofls between the durations, resaurce requiremernts, and
direct costs of activity executien mades con be faund in Damschke and Drex]
{1601}, The project duration problem cansists in scheduding the activities of
a project snbject to the limited avatlability of renewable resonrces like man-
power ar machinery snch that all activities are completed within a minimuom
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amount of time. Barly approaches to solving the project daration problem in-
clude mixed-integer linear programmiug formulations {see, c.g., Wiest 1063)
and priority-nule methods (ef. Kelley 1963, Verldues 1963, and Moder and
Phillips 1964). The objective when dealing with a resouree levelling problem
is to “smeooth” the nmtilization of renewable resources over time ag wnch as
possible, within a prescribed axipnnn project duration. In some cases, a de-
sived threshold limit on the resource availability is given, and resources ate to
be levelled avound this target. In other cases, one strives ab minimizing the
variance of rescurce utilization over time or minimizing the absolute magni-
tude of fluctuation in the resource profiles. The first procedires for resonrce
levelliug offered by Burgess and Killebrew (1962) and Levy et al. {1963) were
hased on sequentially moving in thue slack activitios.

In the following vears, a great deal of effort lias been devoted to heuristic
and exact algorithns for the project duration problem. In the 1990s, project
planning methods gained lncreasing nportance from their applicability to
scheduling problems arising beyond the arca of proper project management,
for exarple, in production planning, thne-tabling, or nvestment scheduling.
Different generalizations of the basic resonrce allocation problems have re-
ceived growing atteution in recent years. Those expansicns inclnde a varicty
of ohiectives as well as the presence of different kinds of resources, general
temiporal constraiuts given by preseribed minimmm and maximm time lags
between the start times of activities, and uncertainty with respect to activity
durations. For a review of solution procedunres, we refer to the survey papers by
Temeli et al. (1993), Blmaghraby (1995), Ozdamar and Ulusoy (1095), Tavares
{1995}, Herroelen et al. {1998}, Brucker et al. (1699}, Keolisch and Padman
(2001}, and Kolsch (20010}, A comprehensive state-of-the-art overview of the
field is given by the handbook of Dewenlemeester and Herroelen (2002}, with
an cmphasis on algorithus for project scheduling problems with precedence
coustraiuts among activities instead of temporal constraints. A detailod treat-
ment of specific project scheduling problems of the latter type can be found in
the monographs by Kolisch (1995}, Schirmer {1998), Hartmann (19994}, Klein
{2000}, and Khoms (2001a). The book by Hajdu {1997} is nainly concerned
with several types of tine-cost tradeoif problems. Solution procedures for sev-
eral project scheduling problems with general temporal constraints have been
discussed by De Reyck (1998), De Reyck et al. (1999), Neumany and Zim-
mermany {1999a), Zimmermaun {2001 a), and Newmann et al. (20035}, Models
and algorithms for project scheduling with stochastic activity durations are
studied i the doctoral dissertations of Stork (2001) and Uetz (2002). A review
of models and algorithins for prejects with stochastio evolition strncture can
be found i Neumann {19005},

Contribution. In this monograph we discuss structural issues, efficient
solution methods, and applications {or varions types of deferminisiic resource
allocation problems inchuding general temporal constraints, different types of
resoyree requirements, and several classes of objective munctions. The diver-
sity of the models dealt with permits ns to cover many featurcs that arvise in
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industrial schiednling problems. Bach resonrce allocation problem gives rise to
a corresponding project scheduling model, which provides a formal stateinent
of the resource allocation tasgk ag an optimization problem. This model mmay or
may not include explicit resource constraints. In the latter case, linitations ou
the availahility of resources are taken into account by the objective Dnction.
Onar mnain foens in this book is on developing a unifying algorithmie framework
within which the different kinds of project scheduling models can De treated.
This framework is based on the seminal work by research groups aromd Relf
Mdohring and Franz-Josef Radermacher, whe have proposed an order-theoretie
approach Lo stochastic and determniuistic resonrce-constrained project sched-
wling {see, e.g., Radermacher 1978, Mohring 1984, Radermacher 1885, or Bar-
tuseh et al. 1988) We extend the order-theoretic approsch to resource al-
location problems involving so-ealled cumnlative resonrees, winch represent
a generalization of botl renewable and nonrvenewable resonrees known thus
far. Based on the results of a strnctural suslysis of resource constraints and
objective fupctions, we discuss two general types of resouwrce allocation pro-
cedures. By enhancing the basic models treated with snpplemental kinds of
constrainis we bridge the gap between issues of greatly academic interest and
requirernents euerging v hdastrial contexts,

Synopsis. The book is divided into six chapters. Chapter 1 provides an
introduction to three basic project seliednding wodels. Fivst we address proj-
ect scheduling subject to temporal constraints and review how the temporal
schednling calendations for a project can be performed efliciently by caleulating
longest path lengths in project networks. We then discuss rosourece constraims
which arise from the scarcity of renewable resonrces required. 1f the availabil-
ity of a resource al sonte point r thne depends on all previous requirenients,
we speak of a cumulative resonrce. We consider the case where ommidative
resources are depleted and replenished discontinonsly at certain pobits in
time. The available project funds, depleted by disbursements and replenished
by progress pavinents, or the residnal storage space for iteninediate products
are exarples of cmmnlative resources. For both kinds of resource constraints,
we explain how to observe the limited resource availability by introducing
precedence relationsliips between activities,

In Chiapter 2 we discuss a relation-based characterization of feasible sched-
ules, which s based on different types of relations in the set of activities.
Bach relation defines a set of precedence constraints between activities. This
characterization provides two representatious of the feasible region of project
scheduling problems as wions of finitely many relation-hnduced convex sels.
Whereas the fivst representation refors to a covering of the feasible vegion by
relation-induced polytopes, the second represeniation arises from partitioning
the feasible region into sets of fessible schedules for which the same precedence
coustrainks are satisfied. Those two representations are the starting poiut for
a classification of schednles as characteristie points like minimal or extreme
poinis of certain relation-indneced subsets of the feasible region. For differ-
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ant types of objective funetions, we show which class of schedules has to be
irvestigated for finding aptinal schedules.

Depending on the objective Himelion under study, we propose two dif-
forent basic solution approaches. Chapter 3 is dedicated to relaxation-based
algorithys, which ab first delete the resonrce constraints and solve the result-
ing time-constrained project scheduling problem. Bxeessive resonree utiliza-
tion s then stepwise settled by iteratively introducing apprapriale precedence
relationships hetween activities {fe., scqueneing) and re-performing the Hine-
constrained project scheduling. For different objective functions, we disonss
officient. primal and dnal methods for solving the time-constrained project
schednling problam. Those methods are used within branch-and-bound slgo-
rithung based on the relaxation approach.

If we deal with objective functions for which time-constrained project
schediling cannot be performed efficiently, we apply a constrictive approach.
The candidate schednles from the respective class are emunierated by con-
structing schednle-induced preorders in the activity set and Investigating ap-
propriate vertices of the corresponding polytapes. In Chapter 4 we treat local
search algaritlung operating on those sets of vertices, where the schednles are
represenied as spauning trees of proorder-mduced expansions of the nnderly-
ing project network.

Chapler 5 18 concerned with several expansions of the basic project sched-
nling models. First we digeuss the case where during cerlain time periods given
by break calendars, resources are not available for processing activities. Cey-
tain activities iay be suspended at the beginning of a break, whereas other
activities must not be interrupted. Snspended activities have to be resimed
immediately after the break. The second expansion consists in sequence-
dependent changeaver timoes between thie activitios of a project. Changeover
timoes occur, for example, if the project is execnted at distribnted locations
and resoirees have 1o be trousferred beotween the different sites, Next, we re-
view methods to discrete nugti-inode project scheduling, where activities can
he performed in a finite mimber of alternalive execntion modes. Finally, wo
consider continnous cummulative resources that are depleted and replenished
contimonsly over time.

Inn Chapter 6 we discuss several applications of the models treated in Chap-
ters 1 1o 7 to scheduling problems arlsing outside the field of proper project
planning in production planning {make-to-order and small-batch production
in manufscturing, batch schednling i the process indostries) and finance
{evaluation of Investment projects). Finally, we propose two alternative tech-
niques for coping with nucertainty i praject scheduling, which is commanly
enconntered when performing real-life projects.



